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Understanding Event Processes in Natural Language

How Do Machines Understand Procedures of Events?




Human Language Always Communicates About Events

Earning a PhD in Computer Science typically
takes around 5 years. It first involves fulfilling
the course requirements and passing
gualification exams. Then within several years,
the student is expected to find a thesis topic,
publish several papers about the topic and
present them in conferences. The last one or
two years are often about completing the
dissertation proposal, writing and defending
the dissertation.

Fulfill the course requirements

pass qualification exams

publish papers find a thesis topic

present in conferences

dissertation proposal

write the dissertation

defend the dissertation

Natural language understanding (NLU) has to deal with event understanding




Event Extraction

A

What is an event?

An action or a series of actions that happen at a specific location, within a period of time, and causes

change(s) to the status of some object(s)

E.Q.:
Jeff shaved my hair
How to recognize an event in text?
Supervised Methods Unsupervised Methods
e O W L shaved
pmmm— - [@ @H H Daemmn\ﬂ Er.myaﬂ — ARGUMENT ARGUMENT
Annotated documents Jeff my hair

+ E.g, ACE-05, RED,

The earthquake kiled 19 people and injured 300 in  Kashmir region B India ERE t
, elC...

Bi-LSTM-CRF, Seq2Struct, etc. Semantic Role Labeling

(Verb SRL/ Nom SRL)




Event Process Understanding And Prediction

Extraction only is not enough.

Events are NOT simple, static predicates.

They evolve, and are often directed by specific intents or central
goals [Zacks et al. Nature Neuroscience, 2001]
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gualification exams

>

requirements
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Dissertation Fulfilling the course requirements

proposal

passing qualification exams

are described in different granularities, oublish papers  find a thesis topic

Publishing a paper present in conferences

dissertation proposal

writing the dissertation

defending the dissertation

Writing Passing Presenting at
the paper peer review the conference




Event Process Understanding And Prediction

An event process (or event chain)

- Partially ordered events that are centered
around common protagonists [Chambers et
al., ACL-08]

Fulfill the course requirement

Pass qualification exams
Find a thesis topic

The student -
Publish papers

- File the dissertation

Prediction problems on event processes

Event process completion
* What happens next?

Intention prediction
 What is the goal of “digging a hole, putting
some seeds in the hole and filling it with soil™?

Membership prediction
« What are the steps of “buying a car’?

Salience prediction
* |s defending the dissertation more important
than doing an internship?




Event Processes Are Essential to Downstream NLU Tasks

Narrative prediction Machine comprehension
One day Wesley’s auntie came over to visit. He was Water is split, providing a source of electrons
happy to see her, because he liked to play with her. and protons (hydrogen ions, H*) and giving off
When she started to give his little sister attention, he O, as a by-product. Light absorbed by
got jealous. He got angry at his auntie and bit his chlorophyll drives a transfer of the electrons
sister's hand when she wasn't looking. and hydrogen ions from water to an acceptor
called NADP-.

Then what might happen?

/ What can the splitting of water lead to?
A: Light absorption

O2: She gave him a cookie for being so nice. x B: Transfer of ions

O1: He was scolded.

Light absorbed

scolded \/ o ! .
jealous—>angry—>bit< ater ls spli
get a cookie x

Transfer of the electrons
and hydrogen ions
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Event Process Completion

Pleaded obj

2.

Two forms of process prediction

1. Predicting steps of the process

Charged obj Indicted obj

Inducing the entire process from scratch.

Buy + House

A




- o st
Event Process Completion glo | =

Chambers and Jurafsky. Unsupervised Learning of Narrative Event Chains. ACL-08

Unsupervised event process completion can be done using corpus statistics (Gigaword in this work)
« Capturing the co-occurrence of events using pointwise mutual information

pm’é(e(w} d)a B(Ua Q))

* The next most likely forthcoming event can be found by maximizing the accumulated PMI
T

max Z ma(e;. f;
7:0<g<m 4 Op ( zjfj)
1=

(n: #events in the process; m: #events in the vocabulary.

Known events:
(pleaded subj), (admits subj), (convicted obj)

Likely Events: :
y ﬁ Improves narrative cloze tests (36%

sentenced obj  0.89 | indicted obj  0.74 improvement on NYT Narrative Cloze).
paroled obj 0.76 | fined obj 0.73

fired obj 0.75 | denied subj  0.73




Event Process Completion

Radinsky and Horvitz. Mining the Web to Predict Future Events. WSDM, 2013

Extension of the event chain model on multiple dated and topically cohesive documents.

ml deep drought, \ ﬂngola: death toll in storm at 71 \
A

at 104 degrees, Alert
dozens of African i “Mozambique’s worst Zambezi :
- river flooding has forced more than

are dying. 68,000 people from their homes,
but the government said it did not yet

“The worst drought to hit need large-scale international aid...

eastern Africa in decades...” almost 27,000 flood refugees had been :

\ _/ placed in 53 camps and nearly 42,000 more Maleum'entVOPY'
had fled rising waters and sought refuge elsewhery based event co-
ﬁ' occurence model.
February 17, 2006 January 26, 2007 January 30, 2007

Angola: Cholera cases rise sharply after floods |*
N

“Cholera cases have surged after floods last week left thousands
of people without clean drinking water and access to sewage Facilities”

The likelihood of cholera rising is predicted high after a drought followed by storms in Angola
(based on corpus statistics).
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Analogous Event Process Induction

Can we perform de novo event process induction?

Zhang, et al. Analogous Process Structure Induction for Sub-event Sequence Prediction. EMNLP, 2020

Buy + House
Cook Apple
Buy Car Bake Cookie
00000
(Search car)-> s

(Apply loan)->(pay)
Rent House

(Contact Dealer)-> ...

Repair House
Treat Pain ->(Check House)

Buy Apple

(Search house)->(Contact
dealer)->...->(Pay)




Analogous Event Process Induction

P

Input process P

Buy + House

Processes with same
predicate/argument

Observed Sub-eyent Sequences

Buy + Car (Search car)-3{(Apply loan)->...
Buy + Apple (Select apple)->(Pay)
Buy + Cake (Go to bakery)-*(Pick cake)->(Pay)

Observed process
graph set §

G

Ga

Rent + House

(Contact dealer)-

>...->(Check house)

Sell + House

(Set price)->(Cq

pntact dealer)->...

Repair + House

(Identify problem

)->(Hire worker)->...

Step 1: Semantic Decomposition

Step 2: Semantic Ab

traction
with Event Conceptugﬂi{tion

Pre
Seq

ﬁstractive representations

~

(Search product, 0.53)
-> ... ->(Pay, 0.95)

Sp

vdicted Sub-event
juence

Sa

(Search house)->(Contact
dealer)->...->(Pay)

(Contact dealer, 0.76)->
... ->(Check house, 0.92)

Step 3: Sub-event Sequence
Prediction with Event
Instantiation

/

el



Evaluation Based on wikiHow Event Processes @M

Model String Match Hypernym Allowed
E-ROUGEl E-ROUGE2 | E-ROUGEl E-ROUGE2
Random [| 29165 04664 | 23.5873 8.1089
Seq2seq (GloVe) 5.0323 1.4965 27.8710 13.0946
Seq2seq (RoBERTa) 4.5455 0.4831 28.0032 12.8502
Top one similar process (Jaccard) 8.8589 5.1000 28.6548 14.6231
Top one similar process (GloVe) 9.8797 5.1452 29.4203 13.6001
Top one similar process (RoBERTa) 9.2599 4.7390 30.6599 15.8417
Analogous Process Structure Induction (APSI) ||  14.8013 6.6045 | 36.1648 19.2418
Human [ 29.0189 152542 | 50.4647 29.4423
(a) Basic Setting (for each sub-event, we only predict and evaluate the verb)
Model String Match Hypernym Allowed
E-ROUGEl E-ROUGE2 | E-ROUGEl E-ROUGE2

Random [ 0.0000 0.0000 | 05104 0.0903
Seq2seq (GloVe) 0.1935 0.0534 0.9677 0.1069
Seq2seq (RoBERTa) 0.4870 0.0000 1.7857 0.2899
Top one similar process (Jaccard) 0.6562 0.2257 2.4797 0.5867
Top one similar process (GloVe) 0.8750 0.2106 2.8801 0.7372
Top one similar process (RoBERTa) 0.9479 0.3009 3.2811 0.9929
Analogous Process Structure Induction (APSI) ||  3.4988 04513 | 6.1611 1.1885
Human [|  11.6351 5.5905 | 18.0034 8.2695

(b) Advanced Setting (for each sub-event, we predict and evaluate all words)

Quantitative results

Process Name: Treat Pain

References: (‘learn cause’->‘identify symptom’->‘see doctor’)

(‘identify cause’->‘learn injury’->‘recognize
symptom’->"recognize symptom’)

APSI Prediction: (‘Identify symptom’->‘see doctor’-
>‘recognize symptom’->‘take supplement’)

Qualitative results

Resources are available at https://cogcomp.seas.upenn.edu/page/publication view/910 15



https://cogcomp.seas.upenn.edu/page/publication_view/910
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Cook Apple
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Buy Apple
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Intention Prediction for Events

People can easily anticipate the intents and possible reactions of participants in an event.

X wants to
make amends

PersonX cooks X' nten?” o impress their family Qvf_vi,/‘\\\ |

- . » . . . — T Y feels
thanksgiving  yicreaction tired, a sense of belonging /\Xparp;fluosgellzé/ /“ ey
e because !

dinner = > B
Y's reaction impressed 1
\ e X punches Y's
\\\EffEEQit lights out <:Eﬂa&€:>
Am \ being sick
J;‘/-«-L'r:, quse
B\

Xls 'ntenﬁ tO aVOld dOlng thlngs @23;;1‘15 ff” ‘*'R\
[ because
[ [
/ /

|
as a result ’ ! [/ Xwantsto

PersonX drags . . fary: bored
' ¥ s AN\ SR

PersonX's feet X'sreaction //;?ﬁf;> S 257 e

yellling ignore

(yetdin //, x

14

[
wants to get out
of something

Y's reaction [rustrated, impatient
X feels
X feels guilty X feels
angry X feels mean
vindicated

A commonsense-aware system should also perform such prediction.

Event2Mind — A learning system that understands stereotypical intents and reactions to events (Rashkin et
al. ACL-18)




Event2Mind

Is developed based on large crowdsourced corpora:

« 25,000 events
« Free-form descriptions of their intents and reactions

Performs Seq2NGram generation:

PersonX cooks steak

PersonX's intent: ["'steak”, "to kill their hunger”, "to make dinner for the family”, "to eat
steak"]

PersonX's reaction: ["excited"”, "accomplished”, "proud”, "full"]

Other people's reaction: ['none", "happy”, "person x cooked well."]

More follow-ups of Event2Mind

(Per'sonx punches PersonY’s lights out)

E=e;...en

Event2mind Encoder

f(es...en)

hE |EEEEEEEEEEEEEEEEEEEE

Pre-condition

cerson}(’s Intent

decoder

softmax(Wihe+bi)

!}i: start, a, fi ghtj

}

y

Post-condition

PersonX’s Reaction Others’ Reaction
decoder decoder
softmax(Wxhe+bx) softmax(Wo he+bo)
Uy powerful Uo. defensive

« ATOMIC: An Atlas of Machine Commonsense for If-Then Reasoning (Sap+ AAAI 2019)
« COMET: Commonsense Transformers for Automatic Knowledge Graph Construction (Bosselut+, ACL-19)




Intention Prediction for Event Processes

- ds | Action: plant
Dig a hole Put seeds in . Object: plant

: Preheat the Bake the Action: cook

Make a dough Add toppings oven @ Object: pizza
Set locations Compare Purchase the AC’inNZ bPOk

and dates airfares ticket @ Object: flight

Event processes are directed by the central goal, or the intention of its performer [Zacks+, Nature
Neuroscience 2001].

* Inherent to human’s common sense.

« Missing from current computational methods.

* |Important to machine commonsense reasoning, summarization, schema induction, etc.




A New Task: Multi-axis Event Process Typing

Chen et al. “What are you trying to do?” Semantic Typing of Event Processes. CoNLL-2020
(Best Paper Nomination)

A new (cognitively motivated) semantic typing task for understanding event processes in
natural language. Two type axes:

« What action the event process seeks to take? (action type)
« What type of object(s) it should affect? (object type)

This research also contributes with
« Alarge dataset of typed event processes (>60k processes)

« A hybrid learning framework for event process typing based on indirect supervision




A Large Event Process Typing Dataset S@}alo S

A large dataset of typed event processes from wikiHow
« 60,277 event processes with free-form labels of action and object types

A challenging typing system

« Diversity: 1,336 action types and 10,441 object types (in free froms)

« Few-shot cases: 85.9% labels appear less than 10 times, (~half 1-shot).

- External labels: in 91.2% (84.2%) processes, the action (object) type label does
not appear in the process body.

A non-trivial learning problem with ultra fine-grained and extremely few-shot labels.
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Figure 2: Distribution of process lengths. Figure 3: Distribution of actions and objects. Number
of frequencies are shown in the brackets.




Indirect Supervision from Gloss Knowledge VN

— ___"-—-__H ',_-"'__‘-___ ___‘__h"‘.:‘
: : WELE
e 223 656 )
with Ice juice I
~—— Directly inference socaa

(Difficult) Labels

. . > Cocktall
Indirect inference

(Much Easier) Label glosses (from WordNet)

An event process

Why using label glosses?
« Semantically richer than labels themselves

« Capturing the association of a process-gloss pair (two sequences) is much easier
« Jump-starting few-shot label representations (and benefiting with fairer prediction)




Indirect Supervision from Gloss Knowledge I

action

Make

object

Cocktail

()
© .\ create or manufacture ! _
= - E?a man-made product I::> ——> Sy
o T
@ —N ashort mixed drink |
I:>8'-I::I>BSO mixed arin I;:> [:>SO
S .
)
0
M
process X 1(2)
Q
e1 Fill a highball with ice |::> $_~t<>
o
Add vodka —> o O
P>L. -
€3 Add pineapple juice | C——> &
=
Stir with a bar I::> =)

yuel-0)-Buiuies o

How to represent the process?
« ROBERTa encodes concatenated event
contents (VERB and ARG1).

How to represent a label?
« The same RoBERTa encodes the label gloss

Which gloss for a polysemous label?
« WSD [Hadiwinoto+, EMNLP-19]
« MFS (Most frequent sense)

Learning objective?
« Joint learning-to-rank for both type axes
(different projection)

Inference?
« Ranking all glosses for all labels in the vocab




Results
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Action Typing of Processes (1,336 Labels) Object Typing of Processes (10,441 Labels)
30
25
20
w/ glosses:
2.88x MRR 15
w/ glosse
I I 10 3.26X MR1 I
S2L-BiGRU +RoBERTa P2GT-MFS +WSD +Joint Training S2L-BiGRU +RoBERTa P2GT-MFS +WSD +Joint Training
EMRR mrecall@l1 mrecall@10 EMRR mrecall@l1 mrecall@10

Gloss knowledge brings along the most improvement (2.88~3.26 folds of MRR)
Joint training indicates the effectiveness of leveraging complementary supervision signals
Sense selection (WSD) leads to lesser improvement (predominant senses are representative enough)
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Case Study

B

Event processes Predictions
Make explosive materials = Obtain a container = Obtain shrapnel = Install a A: detonate, assemble, blacken
trigger (: grenade, blaster, mine

A: obtain, verify, explore
O: license, check, visa

A: conquer, disarm, invade
O: barrier, soldier, fortress
Capture two opposition posts = Kill many fighters = Destroy three armed trucks | A: kill. demolish, fight

Go to DMV = Take photos = Take vision test = Take permit test = Take road test

Ignore order = Enter area = Enforce blockade = Force to retreat from area

— Confiscate artillery guns O: melee, conflict, stronghold
Cooperate with the counsel investigation = Open his remarks = Apologize many | A: respond. disagree, accept

times = Try to restore public trust O: apology, disagreement, slander
Travel in a presidential motorcade = Be shot once in the back = Be taken to A: survive, die, tackle

hospital = Be pronounced dead (: assassin, crash, roadkill

A: honor, pay, reward

O: finance, equity, subsidy

Target quotes = Target shares quotes = Ask to clarify offer = Challenge to merge | A: compare, maximize, negotiate
agreement = Challenge to merge businesses O: prospectus, quote, settlement
A: redecorate, decorate, refurbish
(): room, bedroom, makeover

Give advance notice = Give notice = Issue dividends

Clean windows = Buy plants = Hang pictures = Paint walls = Carpet floors

Table 3: Case study for typing event processes in the news domain. The predictions are given by Joint P2GT-WSD
trained on our full dataset. Each case 1s given top 3 predictions on both axes, whereof reasonably correct ones are
boldfaced, and relevant ones are italic. Few-shot labels appearing up to 10 times in our dataset are in blue.




System Demonstration

A web demonstration of our prototype system is running at https://cogcomp.seas.upenn.edu/page/demo_view/step

Examples
Decoration b

Event process (choose an example or write the subevents of a process separated by '@' to get its intention)

clean windows @ buy plants @ paint walls @ hang pictures @ carpet floors @ reorganize furniture

Get intention >

redecorate room

Cosine Action Object Cosine
similarity similarity
0.678 redecorate room 0.623
0.650 stage atmosphere 0.599
0.500 brighten mosaic 0.589
0.427 preaccupy suite 0.574
0.418 furnish interior 0.573



https://cogcomp.seas.upenn.edu/page/demo_view/step
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2. Event intention prediction
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even with Y hurt
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Narrative Prediction

The ROC Story Narrative Cloze Test [Mostafazadeh+, NAACL 2016]:

One day Wesley’s auntie came over to visit. He was happy to see her, because he liked
to play with her. When she started to give his little sister attention, he got jealous. He
got angry at his auntie and bit his sister’s hand when she wasn'’t looking.

Then what might happen?
O1: He was scolded.
O2: She gave him a cookie for being so nice.

Chaturvedi, et al (EMNLP, 2017) train a language model that captures three types of sequential features:

1. Event sequences in 20 years of NYT data

/ Features Accuracy
scolded All T44%
jealous >angry ——-> bit< Event-sequence | 71.6%
get a cookie x Sentiment 64.5%
Topic 55.2%

2. Sentiment trajectories
3. Topical consistency Event sequences are most important.




Machine Reading Comprehension

QA based on articles in biology

=W

Water is split, providing a source of electrons and protons (hydrogen ions, H*) and giving off O
as a byproduct. Light absorbed by chlorophyll drives a transfer of the electrons and hydrogen
lons from water to an acceptor called NADP+.

What can the splitting of water lead to?
B: Transfer of ions

A: Light absorption

1. Extracting events and event-event relations from articles

water

i b

b

light

transfer

ions

2. Matching questions and candidate answers with extracted event processes

Berant, et al. Modeling Biological Processes for Reading Comprehension. EMNLP, 2014 (Best Paper Award)




Video Segmentation

/ Events in a process as anchors of video segments.

wikiHow process: make pancakes: {add egg, add flour, .., pour batter, remove pancake}

Video segments: background pour batter background remove pancake
Video:
Video narration: hey folks here welcome to my kitchen ... pour a nice-sized amount ... change the angle to show ... and take it out

Alignment learning between video narration and wikiHow event processes help action
segmentation in videos.

Zhukov et al. Cross-task weakly supervised learning from instructional videos. CVPR 2019
Fried et al. Learning to Segment Actions from Observation and Narration.ACL 2020




Future Event Prediction in Videos

Input i

videoclips

| 0.80

Poincaré ‘\
ball radius =~ = =im———— “w_ _______ e o o o o o e o o e o i
0.90 -

0.95

1

V
= 2R RRRD

LEGEND: @ Uneven bars @) Circles @ Transition flight from low bar to high bar Giant circle backward <{xGround truth

Hyperbolic embeddings model hierarchies of possible event evolution processes in videos.

Suris et al. Learning the Predictability of the Future. CVPR, 202




Agenda

1. Ev

ent process completion

[ Buy + House ]

k Appl
Buy Car Cook Apple
(Search car
(Apply lo pa
Rent House
H (Cantact Dealer)-> .
pair
= »|Check House)

Buy Apple

i (Search house)->(Contact
dealer)->...->(Pay)

2. Event intention prediction

because
X punches Y's
lights out

as a result

4. Open Research Directions

\ l
-~ \ 000\ / >

\

as a result Y feels
sac

3. Event processes in
downstream NLU tasks




Salience/Essentiality Detection in Event Processes

Events in a process are not equally important

Dig a hole Put seeds in

Dig a hole Put seeds in

Dig a hole

Defending your dissertation is essential; Doing a TAShip is less important; Doing an internship is optional...

How to automatically identify salient events in a process?

Action: plant
Object: plant

Action: plant
Object: plant

Action: ?bury?
Object: ??

Would those help downstream tasks such as abstractive summarization?




(Temporal) Commonsense Understanding I

Do language models understand:

Time duration
« Earning a PhD takes several years; not several months; not lifelong time.
« Having a banquet dinner takes around an hour; not several minutes; not a day.

Typical time
« People eat break fast in the morning.
« Tornados may strike Florida typically in the middle of a year.

Typical frequency
« Cars change oil every year/half year.
» People pay utility bills every months/two months.

Ben Zhou and Daniel Khashabi and Qiang Ning and Dan Roth. "Going on a vacation" takes longer than
"Going for a walk": A Study of Temporal Commonsense Understanding”, EMNLP 2019

Ben Zhou and Qiang Ning and Daniel Khashabi and Dan Roth. Temporal Common Sense Acquisition with
Minimal Supervision, ACL 2020.




Reasoning About Event Ordering

Identifying the order of member events in a process? Constrained story generation based on events?
Heavy snowiscausing to fransport across
the UK, with heavy bringing floodingto the

south-west of England. Rescuers searching fora
woman frappedin a landslide atherhome in Looe,
Comwall, said they had found a body.

get jealous et angry

scolded bit

Q1: What events have already finished?
A:searching trapped landslide said found

Q2: What events have begun but has not finished?
Al snow causing bringing flooding
Q3: What will happen in the future?

A: No answers.

Q4: What happened before a woman was trapped?
A landdide
Q5: What had started before a woman was trapped?

A snow landslide jea|OUS E— angl’y —_— b|t —_—> SCOIded

Qé: What happened while a woman was trapped?

A:searching
Q7: What happened after a woman was trapped?
A: searching said found

Ning, et al. TORQUE: A Reading Comprehension Dataset of

Temporal Ordering Questions. EMNLP, 2020

* 3.2k news snippets with 21k human-generated questions
querying temporal relationships

Lyu, et al. Reasoning about Goals, Steps, and Temporal Ordering

with WikiHow. EMNLP, 2020

A wikiHow-based testbed about event ordering (and more)

He got jealous. He got angry at his auntie
and bit his sister's hand when she wasn’t
looking. Then he was scolded.




Aligning Subevent Structures and Discourse Structures IO e

Learning subevent detection and discourse segmentation Former Penn State football coach,dérry Sandusky posted (e1)

bail Thursday after spending a/night in jajl following a new
round of sex-abuse charges 2)ﬂed agajnst him. Sandusky

Wang, et al. Learning Constraints and Descriptive Segmentation for Subevent Detection. seured his relezse using”(63)1¢200.400 in real estate
holdings and a $50,000 certified cl\e\“k provided (e4) by his

EM N LP 202 I wife, Dorothy, according to online co:urt fecord ... He was also
’ charged (e5)<ast month with abuging e\ghl boys, some on
* Automatically capturing the logical constraints between event membership relations — @m= °"efwa“°"?’ that weke not immediatsly

brought to the attentiori~of authorities even though high-level

and discourse segmentations T e e
resulted in the ousting (e8) school Presidént Graham
. . . . . Spanier and longtime coach.Joe Paterno.
Salience- and disourse-awareness help narrative prediction
—
News article Events/Re]ations alert-detain-say-question-establish NYT

article+a
—

Salience
e — — s1: alert, detain, say

] Discourse s2: question, establish
RoBERTa V\ s1: Main Event

<story completion> s2: Evaluation ert-detain-question

<story sequence>

Zhang, et al. Salience-Aware Event Chain Modeling for Narrative Understanding. EMNLP, 2021

* Filtering event sequences with salience and discourse consistency help narrative prediction (ROCStories) and temporal
reasoning (TORQUE)

What about subevent understanding + salience/discourse awareness for summarization tasks?




More Tasks I
Chatbots Understanding clinical event processes
| went for a roadtrip. ? ‘ {0,} o
] / {CO,, Glucose, Hemoglobin,
t {Glucose, PH, 05}

! ﬁ Did you enjoy it? ]
>

Nope. | got pulled over ‘
in Texas. , D

J/

‘tl Oh, too bad. Was that
due to speeding? \

Right. But | was gomg
down the hill. -

Can event processes improve the consistency
of utterance generation/retrieval?

o——
Hemoglobin, O,} {Hematocrit, Hemoglobin,
—® MCHC, Platelets, Prothrombin

{Glucose, Time (PT), Erythrocytes}
Hemoglobin, CO,}
o {Chloride}
{le 02} —
Y Time

Diagnostic prediction (Zhang et al. AIME-20),

phenotype prediction, ...

« Transfer learning can be important (naturally
lack of data)

« Structured prediction can be important
(dependency of phenotypes, disease labels)
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Event-Centric Natural Language Processing

|

Muhao Chen Hongming Zhang  Qiang Ning Manling Li Heng Ji Kathleen McKeown  Dan Roth

Contents

« Event extraction (Manling & Heng @UIUC)  Eventuality knowledge acquisition (Hongming @UPenn)
« Event relation extraction (Qiang @Amazon) « Event Summarization (Kathleen @Columbia)
« Event process understanding (Muhao @USC) + The future of event-centric NLP (Dan @UPenn)

éssomatti?.n fo;' The Event-Centric Natural Language Processing Tutorial @ACL-21

Lizmli)ilsltiacl:;ona * Slides and recordings are available

9 * https://cogcomp.seas.upenn.edu/page/tutorial.202 108/
ACL-IJCNLP 2021
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The Language Understanding & Knowledge Acquisition Group USC Viterbi

Our main research interests: data-driven machine learning, natural
language processing.

Our research directions

m Natural Language Understanding (information extraction, knowledge acquisition, natural
language inference, multilingualism)

m Knowledge Technologies (KBC, knowledge transfer, structured inference, commonsense
inference)

m Al for the common good (applications to biology, medicine, healthcare)

Our long-term goal

m To develop robust, generalizable and minimally supervised knowledge-aware learning
systems that help machines understand nature.
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